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 Nowadays, one of the most time-consuming and complex study subjects is 

predicting working professionals' stress levels. It is thus crucial to estimate 

active professionals' stress levels to aid their professional development. 

Several machine learning (ML) and deep learning (DL) methods have been 

created in earlier articles for this goal. But they also have drawbacks, such as 

increased design complexity, a high rate of misclassification, a high 

incidence of mistakes, and reduced efficiency. Considering these issues, the 

objective of this study is to make a prognosis about the stress levels 

experienced by working professionals by using a cutting-edge deep learning 

model known as the convolutional neural networks (CNN). In this paper, we 

offer a model that combines CNN-based classification with dataset 

preprocessing, feature extraction, and optimum feature selection using 

principal component analysis (PCA). When the raw data is preprocessed, 

duplicate characteristics are eliminated, and missing values are filled. 
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1. INTRODUCTION 

Stress affects more than 70% of the population. Long-term stress causes reduced immunity, cancer, 

cardiovascular disease, depression, diabetes, and drug addiction [1]. Stress damages mental and physical 

health. Developing trustworthy technologies to identify human stress quickly is crucial. These technologies 

might detect stress continuously. Hence, stress may be reduced by regulating daily activities, and healthcare 

practitioners can better manage stress-related disorders. Researchers have developed many stress-detecting 

methods. The sympathetic nervous system releases adrenaline and cortisol when threatened [2]. So, this 

condition may significantly damage a stressed person's daily life and health [3]. Hence, stress and other 

factors may cause fatal car accidents [4]. According to the World Health Organization (WHO), 1.35 million 

road traffic crashes kill 5–29-year-olds [5]. So, it is important to create strategies to immediately spot stress 

in drivers so they may avoid automobile accidents and injuries, which can greatly impact the driver's and 

accident victims' lives. These artificial intelligence (AI) models may assess stress in a variety of contexts, 

such as the workplace [6], while driving [7], in the classroom [8], and during crises [9]. 

AI models may help self-regulate stress, and extreme stress might alert human resources (HR), 

management, or teachers to change the atmosphere and workload. AI models may help with affective 
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computing in other soft skills. Stress may cause depression, addiction, and cardiovascular diseases. Emotional 

tension now harms mental and physical health. Psychological stress is mitigated by ecological momentary 

assessment (EMA) [10]. 

Nevertheless, the two systems require real-time psychological stress monitoring, which is the main 

problem. The sympathetic nervous system (SNS) and parasympathetic nervous system (PNS) are linked to 

psychological stress, which is fortunate PNS. Stress enhances SNS activity by reducing the inter-beat (RR) 

interval, increasing the low-frequency energy of the heart rate variability (HRV), increasing the respiration 

rate, decreasing the high-frequency energy, and other mechanisms [11]. The reverse happens when stress 

stimulates the PNS. The RR interval and other physiological signs may detect stress. RR interval information 

from the electrocardiogram (ECG) signal has been utilized to detect psychological stress. The ECG data 

collected over five minutes may be used to identify stress. Sadly, breathing signals necessitate a bandage, 

which is painful. Real-time monitoring needs less than one minute. 

A kind of stress that positively influences an individual is referred to as eustress. A person feels 

stress when they expect a thrilling occurrence in their region. The pulse rate rises, yet there is no fear or 

danger. Whether pursuing a promotion or giving birth, people are more prone to suffer this kind of stress. 

Eustress may improve mental power and productivity. By pushing people beyond their comfort zone, eustress 

helps them grow. Stress causes anxiety and worry, which may cause misery. It might last a short time or 

longer. Stress may cause performance deterioration and mental fog. Chronic or severe diseases can cause 

suffering for the brain and body; the body cannot handle depression, and other health difficulties result. 

External and internal stimuli may produce pain. Fear, concern, bad thoughts, perfectionism, overscheduling, 

poor future planning, high work expectations, job insecurity, inability to assert, and other factors may cause 

pain. Personal concerns such as grief, illness, accident, financial difficulties, job loss, insomnia, and legal 

issuesmay contribute to an already difficult situation. Hence, stress should be diagnosed early since it may 

majorly impact people's lives. 

Stress may trigger the "fight or flight" response. For survival, strain helped individuals respond 

quickly to life-threatening or unpleasant events. When threatened or challenged, the body engages in its self-

defense systems. These tools aid or accelerate evasion. This produces shortness of breath, faster pulse, higher 

blood pressure, muscle tension, and alertness. In difficult circumstances, his strength, endurance, alertness, 

and response speed help him determine whether to fight or run. 

Figure 1 depicts the conceptual framework for our study on stress. This article examines the stress-

reducing effects of sleep, physical exercise, working hours, and heart rate. The stress levels experienced by 

individuals working in various professions are now the subject of investigation by a number of scholars. With 

Fitbit's wireless activity tracker, we're examining professionals' stress levels (low, medium, high). Currently, 

we have the following research questions (R) and hypotheses (A): 

Q: How much stress do these factors cause professionals? 

A1: Is there a correlation between stress and sleep? 

A2: Is there a connection between their physical activity and stress levels? 

A3: Is there a correlation between working hours and stress? 

A4: Is there a connection between any variations in heart rate and their stress levels? 

 

 

 
 

Figure 1. The flow model of stress 

 

 

2. RELATED WORK 

Reddy et al. [12] stated that it is not uncommon for individuals in the workforce to experience 

stress-related mental health disorders. Machine learning, a type of artificial intelligence, lets machines learn 

from their prior experiences. Flesia et al. [13] stated that the study sample showed a higher prevalence of 
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perceived stress levels when compared to standard values in Italy. Severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2) is a coronavirus strain that can cause a spectrum of respiratory symptoms, from 

acute cold-like to severe acute respiratory syndrome. Coping, a widely studied dispositional trait, is crucial in 

modulating responses to stressful events. While education does not appear to impact psychological health 

significantly, the SARS outbreak revealed that higher education can affect mental health. Therefore, it is 

essential to sustain the utilization of psychological services to help prevent the emergence of chronic 

outcomes. Furthermore, ensuring that those in need have access to timely psychological services is critical. 

Mathangi [14] probed that increasing stress levels among employees can lead to low self-esteem. 

They collected data from 143 individuals and found that workload had the most significant impact on job 

productivity; job security and shift work come next in the sequence. The standardized coefficient for 

workload was 0.369, which is much higher than that for job security (0.221) and shift work (0.351).  

By taking appropriate measures to reduce job stress levels, management can boost employee morale and 

productivity. According to Izard's theory, a critical safety scenario might cause emotions, according to Kania 

et al. [15]. This approach specifies four systems that activate emotions: the neural system, activated by brain 

electrical stimulation. The best classifier accuracy was 81.63% using k-nearest neighbors (kNN). While kNN 

with principal component analysis (PCA) had the maximum sensitivity, it had a low specificity, suggesting 

that the classifier was less accurate than kNN. 

S.S. Reddy et al. [16] have worked on diabetes mellitus (DM) patients and their correlated ailments 

[17] like renal fault [18]. Through this research, they have identified that people's stress may affect DM. So 

many people have been readmitted to the hospital [19]. Jaques et al. [20] discussed the advantages of using 

the multimodal autoencoder (MMAE) for detecting mood, health, and stress, especially in the presence of 

missing data sources. With the increasing need for long-range and the challenge of incomplete data sources 

in multimodal data collection, the MMAE offers a solution to this issue. Unlike other techniques, such as 

PCA, the MMAE can accurately reconstruct data from a missing modality. This is demonstrated by the 

authors, who show that the MMAE's encoding can facilitate robust mood prediction, even in the case of 

significant data loss-up to 75% of the data sources. Data was gathered through physiological sensors, a 

smartphone app, and questionnaires to predict future mood and diagnose mental illness, sadness, and anxiety. 

The study's ultimate objective is to establish a real-world system that can assist people in modifying their 

attitudes and spotting mental diseases early. 

Rosa et al. [21] contemplated that the proposed system aims to detect depression and stress among 

users and send warning messages to authorized individuals. The system utilizes both a convolutional neural 

network (CNN) and a bi-directional long short-term memory (BLSTM)-recurrent neural network (RNN) for 

detecting depressive and stressful sentences with an accuracy of 0.89 and 0.90, respectively. The system 

includes a sentiment metric and ontologies to improve user satisfaction. As a result of incorporating these 

features, the system received a satisfaction rating of 94%, compared to 69% for a system lacking such 

features. Furthermore, based on the monitoring results, the system is programmed to send messages to users 

with psychological disorders intended to be uplifting, calming, relaxing, or motivational. The proposed 

solution is memory-efficient and has low processing and energy consumption, making it suitable for mobile 

electronic devices. 

Ghosal et al. [22] developed a deep learning (DL) based approach for plant stress identification and 

classification, focusing on explain ability. Their model uses high-resolution feature maps to identify and 

segregate visible symptoms precisely, contributing to stress prediction and allowing for more transparent and 

interpretable results. DL has proven to be a powerful tool in various scientific fields, including medical 

imaging and neural response modeling, due to its high accuracy levels. Aceto et al. [23] proposed that the 

proliferation of handheld devices has resulted in a massive increase in cellular traffic passing through the 

home and corporate networks and the Internet. This has made it more challenging to design accurate 

classifiers, especially with the growing use of encrypted protocols like TLS. Effective deep packet inspection 

techniques have become less suitable as a result. The effectiveness of DL classifiers is extensively evaluated 

based on three real human mobile datasets. The research highlights design guidelines, challenges, and 

potential pitfalls in using these classifiers. The study also proposes a practical strategy for designing mobile 

traffic classifiers that can handle encrypted traffic using automatically extracted features that reflect complex 

traffic patterns. 

Jaber et al. [24] aimed to improve the user-friendliness and practicality of AI-based stress prediction 

by creating an explanatory report modeled after standard blood test reports. The report presents a stress 

prediction model that incorporates physiological signals, which can aid patients and practitioners in 

comprehending the rationale behind the prediction. The authors suggest a novel approach for developing 

explainable AI in stress prediction that can be customized to suit the preferences of individual users. With the 

help of this report, users can identify the most influential biological features and any health abnormalities that 

may contribute to stress prediction, making it easier to take appropriate action. 
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Liang et al. [25] analyzed that DL approaches have become increasingly important in complex 

evaluation, maintenance, and safety. They utilized a unique DL approach that can quickly and accurately 

estimate stress distributions, which can substitute for the time-consuming and expensive finite element 

analysis (FEA) in stress analysis of the human thoracic aorta. Their approach uses a shape encoding module 

that resembles a bidirectional neural network. However, unlike other studies, shape decoding was not 

required since they didn't need to reconstruct the shape. A separate neural network must be developed and 

trained if such a mapping is required. 

Jaques et al. [26] aimed to predict an individual's mood for the following day and personalized the 

approach for each person. They utilized multitask learning (MTL) and domain adaptation (DA) methods to 

train a personalized model that can be created for each individual while also using data from the larger 

population. They collected data continuously from wrist-worn physiological sensors, a mobile application, 

and daily surveys to monitor participants. This information and weather data were utilized to construct 

customized deep neural network (DNN) and Gaussian process (GP) models using multitask learning and 

domain adaptation. To personalize ML models, they developed systematic techniques by creating 

personalized models for each individual while still capitalizing on similar people's data. They trained DNNs 

and GPs to forecast an individual's mood, health, and Stress intensity for the following day based on current 

physiological, behavioral, and weather data. 

Sumathi et al. [27] inquired that, nowadays, faculty responsibilities go beyond teaching courses to 

students. They also provide guidance, counseling, and mentoring to prepare them for future employment or 

entrepreneurship opportunities. Female faculty face the added challenge of balancing family responsibilities 

with work obligations. The management plays a critical role in ensuring that faculty members are free from 

stress and gratified with their work. The stress levels among the faculty members, it is recommended that the 

management avoid any indications of preferential treatment or discrimination during the promotion and 

salary review process. All faculty members should be treated equally. A recent study has identified that stress 

among faculty members can be attributed to several factors, such as unanticipated changes to their class 

schedules, inadequate promotion policies, overwhelming documentation requirements, and instances of 

partiality or discrimination. 

Liapis et al. [28] contemplated that there are multiple datasets accessible to researchers for stress 

detection, which have been recorded and can be used for benchmarking and testing purposes. These datasets 

usually entail subjecting users to high-stress scenarios, including gaming scenarios, image datasets, software 

and hardware failures, songs, and movie clips. To gain an in-depth understanding of users' interaction 

experiences beyond traditional usability metrics, researchers and practitioners use user experience (UX) 

techniques. These methods involve post-questionnaires, observation, and interviews to measure the emotional 

aspects of UX. This research used traditional ML and DL techniques to evaluate the performance of an 

existing bio signal dataset in the context of UX assessment. The study results indicate that using available bio 

signal datasets in diverse contexts requires careful consideration. Rachakonda et al. [29] declared sleep 

essential in managing stress and maintaining optimal health and well-being. This data is securely transferred 

to an Ethereum private blockchain to monitor sleep quality and detect stresses that may be straining the body. 

Richter et al. [30] created a machine learning method to identify anxiety and depression by 

recognizing a distinct pattern of biassed emotional responses. The algorithm was tested on a dataset of 

participants from both groups, with 80% used for training and 20% for validation. The results showed 71% 

sensitivity, 70% specificity, and 68% classification accuracy for the high-anxiety group and 74% for the 

high-depression group in a two-group model. Lin et al. [31] analyzed that identifying and tracking stress can 

greatly impact well-being. Traditional methods of categorizing emotional states rely on machine learning 

algorithms that calculate features from various sensor inputs. This stress detection technique has the best 

accuracy of 97.8% compared to other approaches. 

 

 

3. METHOD 

DL is a subfield of symbolic learning, and it is characterized by the use of layered models to acquire 

representations of data in an all-the-way-through method. These methods have already had a sizeable impact 

up to this point, and it is anticipated that they will continue to revolutionize how complex data analysis tasks 

are tackled in various fields. Within the realm of DL, in addition to the time-honored supervised and 

unsupervised learning methodologies, many alternative learning paradigms have emerged as potentially 

valid. It is considered that enormous quantities of data (on the scale of hundreds of thousands) are needed to 

correctly train the high number of parameters in a deep model and prevent overfitting. In certain situations, 

labeling (supervision) and sufficiently thorough data collection may be prohibitively expensive or 

impossible. It is usual practice to use several tactics and methods for data augmentation. 
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3.1. Objectives 

This study intends to improve the accuracy and effectiveness of a system that predicts stress using a 

cutting-edge classification strategy that employs deep learning. The stress dataset, accessible on Kaggle, is a 

public dataset for this investigation. The collection includes information on the stress levels of a wide range 

of workers. A subset of characteristics is picked from the normalized dataset to enhance prediction further. 
 

3.2. Fully-connected 
Networks (or layers of a network) are said to be fully connected has been illustrated in Figure 2, if and 

only if every node in one layer can directly connect to every node in the next layer, as shown in Figure 2(a). 

About the information coming into it, each neuron performs the function of a summation node. A non-linear 

activation function will be applied to the output at some point in the process. The fully connected layer is one of 

the simplest in a network and is typically used for the final stage of classification or regression. 
 

3.2.1. Convolutional neural networks 

When trained on sampled data, CNNs are more effective and more accessible to train than 

traditional deep feed-forward networks. This is because of the limitations placed on the hypothesis space, 

which impose order and simplify the set of variables to be considered. Because of the constraints imposed by 

the mandated structure, the resulting features are rotationally and spatially invariant. This is made feasible by 

using pooling layers, shared weights, and local connections. Color photographs are needed to process the 

matrices or tensors, and CNNs are built, as shown in Figure 2(b). 
 

3.2.2. Recurrent neural networks (RNNs) 

It is a significant subset of the DL family and is primarily designed to handle sequential input, as 

shown in Figure 2(c). A simple RNN is, in fact, not nearly as strong as other types of RNNs, and it is only 

sometimes utilized in contemporary works. However, recurrent hidden units such as long short-term memory 

(LSTM) and gate recurrent unit (GRU) may perform very well. These modules are built from many 

independent data pathways that temporarily store and release data to solve the vanishing gradient issue. 
 
 

 
 

Figure 2. Network architectures (a) fully-connected (b) convolutional neural network  

(c) recurrent neural network 
 

 

3.2.3. Autoencoders 

One layer of inputs, one layer of hidden units, one layer of reconstruction units, and an activation 

function comprise an auto encoder (AE) Figure 3. The latent vector is generated by first projecting the input 

into the hidden layer during training. The analogous network is referred to as the encoder in this context. The 

encoder's output is then decoded to a layer the same size as the input as shown in Figure 3(a). AEs' strength 

rests in their unsupervised training, which mandates a meaningful compact representation at their very heart.  
 

3.2.4. Deep belief networks (DBNs) 

It is a mixture of simple, unsupervised networks like restricted Boltzmann machines (RBM) or 

autoencoders, where each hidden layer of a sub-network is the visible layer for the next layer Figure 3(b). 

When it comes time to fine-tune, a feed-forward network is added if required. The input characteristics are 

represented as activity in the hidden layer and are the sole information used by AE during reconstruction. 

Stack-trained encoders reduce abstract semantic information loss and boost model capacity SAE. The SAE 

work flow was shown in Figure 4. 
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Figure 3. Network architectures, (a) autoencoders (b) deep beliefnetworks (DBNs) 
 

 

 
 

Figure 4. Network architecture of a stacked autoencoder 

 

 

3.2.5. Generative adversarial networks 

One interesting new method for building and training generative models is using adversarial 

networks, or generative adversarial networks (GANs). Two adversarial neural networks, a generator G and a 

discriminator D Figure 5, are trained in tandem in this system. Using random inputs, the generator is trained 

to produce samples from a specified distribution, while D looks for patterns indicating whether the data is 

genuine. Training occurs in a two-player min-max game setting until the produced data can be reliably 

differentiated from the actual ones. D may be employed as a well-trained feature extractor after an 

appropriate training technique and then applied to a particular issue by including a final block that utilizes the 

required output (for example, a fully connected layer for classification). 

 

 

 
 

Figure 5. Architecture of GANs 
 

 

3.3. Proposed work 

By minimizing dataset attributes while keeping the most important data, PCA, a dimensionality 

reduction approach, may be applied. In contrast, CNNs are a popular deep neural network for image 

categorization. This subsection will focus on integrating a CNN into a Python PCA. This Python code 

implements the principal component analysis approach for a convolutional neural network with 10 hidden 

layers: 

− Load the dataset and preprocess the data, if necessary. 

− Perform PCA on the dataset to reduce the number of features. The number of principal components to 

retain can be specified using a parameter such as the number of components (n_components) or the 

explained variance threshold (explained_variance_ratio_). 
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− Split the dataset into training and testing sets. 

− CNN architecture with 10 hidden layers. Hidden layers may have numerous convolutional and pooling 

layers followed by a dense layer with a given number of neurons and an activation function. 

− Compile the CNN with a loss function, an optimizer, and a metric for evaluation, such as accuracy. 

− Train the CNN on the training data using a specified number of epochs and batch size. 

− Evaluate the trained CNN on the testing data using the specified evaluation metric. 

− Optionally, use techniques such as regularization, dropout, or batch normalization to improve the 

performance of the CNN. 

 

The mathematical equation for the PCA with 10 hidden layers CNN 1D model can be represented as: 

 

𝑦 = 𝑊2ℎ10 + 𝑏2 (1) 

 

ℎ1 = 𝜎(𝑤1𝑥 + 𝑏1) (2) 

 

ℎ2 = 𝜎(𝑤2ℎ1 + 𝑏2) (3) 

 

ℎ10 = 𝜎(𝑤10ℎ9 + 𝑏10) (4) 

 

Bring the data to a normal distribution: The data matrix should be normalized so each characteristic 

has a mean of zero and a variance of one. Perform the computations necessary to create the covariance 

matrix: A covariance matrix may be calculated after the data has been normalized. Check the eigenvalues and 

eigenvectors: Find the covariance matrix's eigenvectors and eigenvalues. Data variance along each principal 

component is represented by its associated eigenvalue, whereas the eigenvectors comprise the principal 

components. Ordering the eigenvectors: Neutralize the matrix by putting the eigenvectors in descending 

order of the eigenvalues. The top k eigenvectors should be chosen. Matrix W is constructed from the top k 

eigenvectors in terms of eigenvalues. 

Data should be projected onto the new subspace. To generate a matrix Y representing the data 

projected onto the new subspace, we multiply the original data matrix by the matrix W. To learn the 1D 

CNN's 10 hidden layers, create a 1D CNN with 10 hidden layers and train it on the new Y matrix by using 

the equations from 1 to 4. Analyze the model: Use the trained CNN 1D to classify input from a different 

dataset after projecting it into the same subspace as the original dataset using the matrix W. 

 

3.3.1. Goals of PCA and FA 

To simplify an otherwise overwhelming number of variables (say, p) down to a manageable number 

(say, m) of components (or factors) for further analysis, a PCA or FA may be performed. We could utilize 

FA to check test results to determine whether the objects fall under these categories. The researchers assigned 

each individual a score of 100 based on how well they performed across all five criteria. The data from each 

participant was factored down from 19 variables to 5 components. A stepwise multiple regression was 

conducted with these five parameters as predictors (of the single criteria). 

FA may reveal and summarize intercorrelations. Exploratory FA arranges variables closely 

associated with factors, presumably because the same factor impacts them. One may alternatively 

operationalize (measure) the underlying dimension by a linear combination of the factors that contributed 

most to the component. Confirmatory factor analysis tests a hypothesis about an event's fundamental aspects. 

We could utilize FA to check test results to determine whether the objects fall under these categories. 

 

 

4. RESULTS AND DISCUSSION 

The final output is the concatenated one, containing the label indicating whether or not professionals 

in the working world are stressed. In the process of developing tests, psychometricians often make use of FA. 

You could want to create a test to determine whether someone would be successful as a teacher, for instance. 

qTo quantify these factors, you might create several indicators in writing. You give the examination to many 

individuals and then evaluate the outcomes. I hope that a significant number of the items will cluster into 

factors that reflect the dimensions you planned to assess. The following is a summary of the most important 

advantages that come as a direct consequence of carrying out this work. 

Accuracy, precision, recall, F1-score, error rate, and area under the curve (AUC) of receiver 

operating characteristic (ROC) are evaluated as per Figure 6. Evaluation metrics are specified in Table 1. 

Table 1 shows seven metrics for artificial neural network (ANN), logistic regression (LR), Naïve Bayes 
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(NB), support vector machine (SVM), and decision tree (DT) proposed work CNN techniques. In this table, 

ANN, LR, NB, SVM, DT, and proposed work have 78%, 77%, 81%, 88%, 90%, and 96.78% accuracy. 

 

 

 
 

Figure 6. Mathematical equations for evaluation metrics 

 

 

Table 1. Evaluation metrics for various models 
Models Accuracy Precision Recall F1-score RMSE 

ANN 78 84 94 86 58 
LR. 77 83 94 87 62 

NB 81 87 93 86.34 61 

SVM 88 93 95 84 59.38 
DT 90 93 95 96.48 64 

Proposed work 96.78 97.28 97 97.36 31.69 

 

 

From the table above, the proposed work got 97.28% highest in precision. Likewise in recall and 

F1-score, the proposed work got 97% and 97.36% the highest value among the existing models. The 

proposed work also got the highest accuracy, 96.78%, compared with existing models. Accuracy, precision, 

recall, F1-score, and error rate are developed using the confusion matrix. All metrics, accuracy, precision, 

recall, F1-score, and RMSE got the highest values for the proposed work. Figure 7 shows model accuracy 

from these values, while Figure 8 compares the six techniques' precision, recall, and F1-score. Figure 7 

shows that the proposed work produced the highest values of the six Models. Figure 9 shows the RMSE 

graph. 

 

 

 

 

 

   

Figure 7. Graph for accuracy  Figure 8. Graph for various evaluation metrics 
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Figure 9. Graph for RMSE 

 

 

On Stress Detection so many authors worked on various categories by using ML models. From that 

driver distraction [4], hazard anticipation using real‐time in cardiology patients [6], working employees in 

various organizations [12], performance of the employer after feeling the stress [14], Students assessments on 

mood disorders [10], there is chance to get diabetes when any person feels stress and they used to get some 

correlated diabetes ailments [16], predicted the stress on COVID-19 patients [13], after doing the more work 

without taking the rest, then they feel stress and they may go for depression [30], we are regularly observing 

the news and reports on social media [31]. Observed that, till now various ML models were used on various 

datasets but the PCA was not applied to the features. Finally, the proposed system was compared with all 

existing models and observed that the features in dataset was applied an PCA and classified the dataset with 

proposed CNN model. 

 

 

5. CONCLUSION 

In this research, we use deep-learning-based classification to predict working professionals' stress 

levels more accurately. Determine which qualities are best for classification to improve predictions. This 

article covers preprocessing, feature extraction, selection, and classification. Before analysis, the dataset is 

normalized by removing unnecessary data and filling in missing values. To enhance categorization, a 

collection of features is extracted and optimized. The work showed how stress and its stages can be forecast 

using practical algorithms. The suggested algorithms, ANN, LR, NB, SVM, DT, and proposed work CNN, 

were examined. CNN had greater accuracy, precision, recall, F1-score, and error rate, with 96.78%, 97.28%, 

97%, 97.36%, and 31.69%. Results from CNN can predict stress among people.  
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